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ABSTRACT  
 

In kindergarten, understanding each student's activities is crucial for evaluating their 
learning and adaptation to the school environment. However, manually tracking individual 
student activities during class is challenging for kindergarten teachers. This paper proposes using 
face recognition for kindergarten students as a preliminary step to monitor and record their 
activities. The process involves converting video footage of students into digital images. Faces 
are detected using the Viola-Jones method, and feature extraction on the images is performed 
using the Principal Component Analysis (PCA) method. Euclidean Distance is then applied to 
recognize the students' faces. Our experiments utilize 70 images for training data, consisting of 5 
different images from each of the 14 students. The experimental results demonstrate an accuracy 
of 91.42% when testing 14 new images of the students. 

 
Keyword: Face Detection, Viola-Jones, Face Recognition, Principle Component Analysis (PCA), 
Euclidean Distance.  
 

1. INTRODUCTION  

 Face recognition is a technology 

that identifies individuals using their 

facial features in digital images, 

employing specific parameters for 

recognition. This advancement in image 

processing technology also enhances 

facial features. Various algorithms 

support and detect faces, with the 

eigenface algorithm being commonly 

used due to its easily implementable 

formulas and fast execution times. Early 

Childhood Education (PAUD) serves 

children from birth to six years old, 

preparing them for formal, non-formal, 

and informal education through 

developmental stimuli. 

 The human face is a major 

research focus due to its critical 

applications in areas like security, 

entertainment, and surveillance. Among 

many face detection methods, the Viola-

Jones method is highly regarded for its 
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real-time performance and processing 

speed. In 2018, Fachrurrozi et al. 

developed a real-time face recognition 

system capable of detecting and 

recognizing multiple faces using Local 

Binary Pattern (LBP), Agglomerative 

Hierarchical Clustering (AHC), and 

Euclidean Distance methods, achieving 

an accuracy of 61.64%. 

 Previous face recognition 

research utilized various techniques and 

applications. In 2012, Dabhade et al. 

used Haar-Cascade Classifier and PCA 

methods with natural lighting and 25 

training images per person, achieving an 

88% accuracy rate. In 2015, Abdu et al. 

compared the PCA method with the 

Hidden Markov Model (HMM) 

approach for face identification, finding 

PCA had an 86.6% accuracy while 

HMM had 77.7%. In 2016, Sri Vignesh 

et al. developed a class attendance 

system using RFID and the FANNC 

method, achieving a 98% accuracy rate 

for frontal faces. 

 In 2017, Lukas et al. conducted 

research on face recognition prototypes 

using PCA and Euclidean Distance, 

resulting in an 83.36% accuracy rate. In 

2009, Korrani et al. automated meeting 

attendance in academic institutions using 

a fingerprint sensor system. In 2018, 

Teddy et al. explored multi-face 

recognition using a hybrid Haar-Cascade 

and Eigenface method, detecting 55 

faces with a 91.67% accuracy rate. Jacky 

et al. in 2017 developed an attendance 

system application using the Viola-Jones 

algorithm for face detection and 

Eigenface for recognition, achieving 

90% accuracy with specific lighting and 

webcam settings. 

 Unlike previous research, this 

study focuses on identifying children's 

faces in real-time using a webcam 

indoors. It employs the Eigenface PCA 

method tailored to children's unique 

facial characteristics. A 640x480 pixel 

resolution webcam identifies students' 

faces during the teaching and learning 

process. Early childhood education 

emphasizes holistic development, 

accommodating all aspects of growth in 

an engaging and stimulating 

environment. 

2. PROPOSED METHOD 

In this paper, the authors propose 

a face-based attendance system utilizing 

the Viola-Jones and Principal 
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Component Analysis (PCA) methods. 

The Viola-Jones method, known for its 

real-time detection capabilities, speed, 

efficiency, and high accuracy, is 

employed for face detection. It combines 

four key components: Haar-Like 

Features, Integral Image, AdaBoost 

Learning, and Cascade Classifier. For 

face identification, the Eigenface 

algorithm is used, applying PCA to the 

detected face images. During the training 

phase, face images of the students are 

collected. The face identification process 

involves capturing indoor video data at a 

resolution of 640x480 pixels, which is 

then processed through digital image 

processing, face detection, feature 

extraction, and face recognition. This 

study uses the Python programming 

language and the OpenCV library. The 

system design comprises four main 

components, as illustrated in Figure 1: 

 
Figure.1. General System Design 

1. Input Image 

Face images are introduced to the system 

via media input. The face identification 

process starts by capturing indoor video 

footage at a resolution of 640x480 

pixels.  

2. Face Detection 

Face detection is employed to ascertain 

the presence or absence of a face in an 

image, serving as the initial and crucial 

step in the identification process. 

3. Feature Extraction 

The image size is resized to 200x200 

pixels for face recognition. Afterward, 

RGB color images are converted to 

grayscale to reduce color depth. The 

original image will be transformed to 

grayscale, and contrast adjustments will 

be applied using the Histogram 

Equalization method on the face images. 

4. Face Recognition 

The introduction process is the most 

crucial stage of the face recognition 

system, as it determines the system's 

accuracy. During this stage, input images 

are recognized and classified by 

comparing them with images in the 

database. 

A.  Algorithm Viola-Jones 

The face detection algorithm 

developed by Viola and Jones is used to 

identify faces in the input image. This 
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algorithm scans the entire image for 

specific features, known as Haar 

features, associated with a human face. 

When a Haar feature is detected, the 

identified face candidate is passed to the 

next detection level. The face candidate 

is a rectangular portion of the original 

image, called a sub-window. These sub-

windows are typically of a fixed size but 

are often scaled to detect faces of varying 

sizes. The Viola-Jones face detection 

algorithm initially converts the input 

image into an integral image, where each 

pixel's value is the sum of all pixels 

above and to the left of the pixel in 

question. The algorithm relies on four 

key concepts for face detection: 

1. Haar-like features. 

2. Integral image 

3. Adaptive Boosting 

4. Cascade of Classifier 

B. Principal Component Analysis 

(PCA) 

Principal Component Analysis 

(PCA) is a dimensional reduction 

technique that is commonly used in 

image processing applications. The basic 

principle of the PCA algorithm is to 

maintain and determine the components 

of a set of images that have the maximum 

distribution. PCA is used to obtain 

vectors or also called the principal 

component which can provide 

information about the maximum 

variance of the face database. Each 

principal component is a representation 

of a linear combination of all training 

face images that have been reduced by 

the mean image. This combination of 

face images is called eigenface. 

Eigenface is a feature of a face image 

that will be recognized. What is done in 

the PCA Technique is to arrange the 

training image into a matrix. By first 

defining a face-sized image (Nx X Ny) 

converted into a one column matrix (T) 

with the size (N X 1) where is the size N 

– (Nx X Ny) which is then arranged into 

a sized training set (N X P). P is the 

amount of training images. 

1) Steps in training 

a). Face database creation: Each face 

image is represented as a matrix that has 

m rows and n columns, where at each 

pixel (x, y) xєm, y shows the direction of 

the image and the location of pixels. To 

make it easier for each face image to be 

converted into a column vector, if we 

have q images then the size of the face 

database size will be mn*q. 
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Let the face database be (Face_Data) 

mn*q. 

b). Mean Calculation: Calculate the 

average in the image, here the vector will 

have dimensions mn *1. 

 
c). Subtract mean: The average face is 

subtracted from each face image, let the 

normalized face become Δ, 

 
Where I є 1,2,3…….,q. 

 
Figure. 2. Eigenface generation process  

 

In this section Eigenface generation 

process shown in the Figure 2 is 

Eigenface data extraction from the input 

vector image is normalized so that get 

the weight value from the model needed 

for the matching process. 

d). Co-Variance Calculation: In general, 

the covariance of data is calculated by: 

 

Where, X’, Y’ are the mean of Xi and Yi 

and C is the covariance matrix. If we 

follow the same convention on face data 

that we get is: 

 
Here we get mn directions, which is very 

hard to process count and store. A new 

way suggested by Turk and Pentland 

[11]. to calculate the covariance matrix 

that is: 

 
Hence here get only q * q dimension, 

which directions shows maximum 

variance, and rest of the directions have 

eigenvalues equal to zero. 

e). Do eigenvalue and eigenvector 

decomposition: Now we have covariance 

matrix (C)q*q, find out the eigenvectors 

and eigenvalues. For any image A, The 

eigenvalue is: 

 
Where λ is static. The value of (λ) q*q 

that gives a solution for the equation (9) 

is called the eigen value of A and eigen 

vector is the value that match up with the 

vector (V) q*q, 
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Finding the root of |A- λ .I| will give the 

eigenvalues 

f). Feature vector generation: Now 

select the best direction from q 

directions, for this sort the eigenvalues in 

the escending order and choose the best 

k eigen values. On the basis of k eigen 

value we can generate the Feature vector 

(Ψ) q*k. 

g). Generating Eigenfaces: For 

generating the eigenfaces (ϕ) each will 

point to the face towards the resulting 

feature vector. 

 

 
Figure. 3. Eigenface generation  

 

h). Generate weight of each face: For 

generating weight of each face (w), 

project each mean aligned face to the 

eigenfaces. 

 

Where I є 1,2,3, ….., q. hence ‘w’ will 

have the size k *q. 

2). Steps in Testing 

a). For testing, consider an image (I), 

make it as a column vector (I) mn*1 

b). subtracting mean face (M) to this test 

face (I new). 

 
c). project this mean aligned faces (I 

new) to eigenface (Φ), we get the 

projected test face (Ω).  

 
d). Now we have projected test face Ω 

and signature of each face Φ, calculate 

the Euclidean distance between Ω and 

each column of Φ. 

 

3. RESULT AND DISCUSSION 

 

A.  Data Acquisition 

Data Acquisition uses video data 

for data input. In the initial stage, it is 

necessary to prepare video data taken 

using a digital camera with 1.3 

MegaPixel HD 720P resolution. The size 

of video data per frame is processed with 

a resolution of 680x480 pixels. Video 

data about detecting children’s faces are 

taken directly in the room in Melati Early 

Childhood Education (PAUD) in 

Makassar city, South Sulawesi, 



 
96 

 
 
BEduManageRs Journal  
Borneo Educational Management and Research Journal, Vol.5, No.1, 2024 
ISSN: 2747-0504 
 

Jurnal BeduManagers, Vol.5, No.1, 30 Juni 2024 

Indonesia. Position the camera mast as 

high as 2 meters from the direction of the 

class entrance as shows in the figure 4. 

  
Figure. 4. Pole and Camera Position  

B.  Pre-processing 

In the Pre-processing process, 

images are obtained from a webcam 

sensor, Figure 5 shows the input in the 

form of the original image is changed 

color from the RGB image to be 

converted into a grey model (greyscale) 

to facilitate the subsequent color 

reduction process of depth. The purpose 

of this conversion process is to make 

pixel values into only one component so 

that it is easy to process or manipulate 

pixels. 

 

Figure. 5. Image origin before Pre-
processing  

 

RGB color images are converted into 

grayscale images to reduce color depth, 

The original image will experience 

Grayscale changes like Figure 6. 

 

Figure. 6. Image of Pre-processing 
results  

 

Figure 7 shows from the grayscale image 

will be done face detection process from 

image data acquisition using the 

AdaBoost method. 

 
Figure. 7. Face detection using the 

Viola-Jones Method  

 

 The Viola-Jones process has 

several step-by-step procedures that can 

perform face detection. Before the Viola- 

Jones process, the matrix of face images 

is calculated by the integral image 

method. An integral image is a 

representation of a new model, where the 

pixel value of a pixel is on the left and 

above that point. Integral imagery is 

beneficial in calculating Viola-Jones. By 
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using integral imagery, calculation of 

Viola-Jones features can be done very 

quickly. After the process of calculating 

the integral image process, face 

classification will be carried out using 

the Haar-Cascade Classifier. The results 

of face image segmentation will be 

extracted from each feature with the 

PCA method so that PCA values will be 

obtained from each face image and 

stored in the database as a result of 

training data. 

C. Feature Extraction 

The following are step by step 

feature extraction stages on faces images 

and the application of Principal 

Component Analysis: Face image to – I, 

shown in Figure 8. 
 

 
Figure. 8. The process of transforming 

face images into column vectors.  

 

Table I. Process Feature Extraction 

 

Table II. Process Eigenfaces  

 

 Principal Component Analysis 

(PCA) is a mathematical tool for 

extracting distinctive features called 

eigenface from original image data. Each 

principal component is a representation 

of a linear combination of all training 

face images that have been reduced by 

the average model. This combination of 

Face images is called eigenface. PCA 

value is the value between one face and 

another person's face. PCA reduces the 

facial characteristics of facial processes 

in the training process, the results of the 

method obtained on the front are shown 

in Figure 9. 
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Figure. 9. Results of Eigenface Process 

 Each prepared training data is 

carried out by feature extraction from 

each face using PCA so that the value of 

feature extraction obtained from each 

sample of the person is obtained. The 

PCA value is stored as a database for 

later face processes.  

 

D. Feature Selection 

 Introduction to Euclidean 

Distance in the figure shows a diagram 

of facial recognition themes. This is 

ilustrated as a follow-up in Table III: 

Testing Data, and Table IV: Training 

Data. Described as follow. 

Table III. Process Testing Data  
 

 

 
 

Table IV. Process Training Data  

 

 
 
 The next process is a test image 

of a known person. As in the training 

phase, a feature vector is calculated 

using PCA, then calculate the similarities 

between feature vectors in the training 

data. Each training data prepared as 

performed by feature extraction from 

each face using PCA so that the feature 

extraction value was obtained from each 

sample of the person received. The PCA 

value is stored as a database for the next 

face process. Use Euclidean Distance to 

find ᴦi the smallest difference between 

eigenfaces training image in the database 

with faces testing image ᴦnew in the 

database with eigenface test face. In the 

example of the count of facial 

recognition processes carried out by the 
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authors obtained calculations. described 

as follow.  

Euclidean Distance :  

⅀ = Summation 

X = Result Testing Data 

Y = Result Training Data 

TABLE V. Process Euclidean Distance 

 

 

 

Table VI. All Training Results Data 

 

 The test results concluded that 

the face test was more similar to the 

Ifa_5 image no 30 than all training 

images stored in the database. With the 

following explanation, Min Distance: 

73.627 and recognizable faces are: Ifa_5 

and the accuracy of each training image 

is as follows: Average Test/Training 

Average*100, 207.621/228.664*100= 

90.79%. The similarities between feature 

vectors were compued using the 

Euclidean Distance.  

 On the other hand, recognition is 

done by projecting a new image into a 
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subspace that is stretched by eigenface 

and then classifying faces by comparing 

positions in face space. With known 

individual locations. Calculation of the 

distance is carried out by Euclidean 

Distance. Distance weight values are 

representations of image training that are 

similar to image test. The process of face 

detection and identification testing is 

carried out in the room when the children 

are present. Children only have to see the 

camera provided, and then the system 

will identify the face of the test image by 

comparing the face database obtained in 

the training process with the Euclidean 

distance method shown in Figure 10. 

 

Figure. 10. Test the identification of one 
face in class  

In addition to identifying faces using one 

face, the testing process is also done with 

multifaceted or more than one look 

shown in Figure 11. 

 
Figure. 11. Identifying many faces 

outside the clasroom  
 

 From the results of the detection 

process, of the fourteen children who 

were in front of the camera, all faces 

were detected by the presence of their 

faces, with the same lighttaking 

conditions namely, daytime when 

indoors and also outside the room before 

the learning process. After the successful 

identification process, all images that 

have PCA values and stored in the 

database will look for similarities with 

face images in the testing process using 

Euclidean Distance to calculate the 

proximity distance between learning 

pictures and objects to be classified. 

Thus, it can be concluded that Euclidean 

Distance calculates the minimum 
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distance between the images to be tested 

with the recognizable image from the 

database. If the distance is small, a 

comparable image can be determined, 

which can be determined which model is 

most similar to the database. 
 
4. CONCLUSION 
 
1. This Study uses real-time data from 

the classroom, which aims to identify the 

faces of children in the room using a 

webcam, using the Principal Component 

Analysis algorithm.  

2. The Video data used in the training 

process is that of the total 70 training 

data that have PCA values stored in a 

database, The correct amount of data is 

64, and 6 training data are not identified 

because they have nothing in common.  

3. There is no similarity with the image 

in the testing process using Euclidean 

Distance. From the result of testing 14 

test data and 70 training data, the 

percentage of the succes of the face 

recognition process with an accuracy 

rate reached 91.42%. 
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